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Expect robots tb function on their own with
people and each other under whichever environmental
conditions they happen to find themselves.

obotics research has come a long
way over the past four decades—
from the early days of manipula-

tor control in manufacruring
planis to today’s mobile robots,
many finding application in the unstructured,
everyday world around ws. Much of this
time the research community has also achieved
significant advances leading to robots with new
capabilities. In addition, Moore's Law, wherchy
processor speed has consistenty doubled every
18 months during the same 40 years, and the
availability of smaller and cheaper sensors, actu-
ators, and embedded communication devices,
have helped make possible a2 new dimension in
operational autonomy.
A key challenge in robotics is designing algo-

rithms that allow rmbos o function
autonomously in unstructured, dynamic, par-
tally observable, and uncerwin environments
(such as within a home, a crowded shopping
mall, or an unstable building after a disaster).
Tantalizingly, nature offers a design model by

i of solutions o this erm;
iy anke 6 winkowin bl it
demonstrated by the myriad of life-forms around
ug. Thus there is no of existence proofs
that it can be done; the ge for robotics
rescarchers is to achieve the same Aexibility and
auronomy wich arificial ;

Today, for the first time, robots are capable of
funetioning in novel situations, reasoning abour
and acting in relatively complex domains. Some

are beginning o interact with humans, and in




The USC Autonomous Vehicle Aerial Tracking and Reconnaissance (AVITAR) helicopter coming in
for an autonomous landing; the craft is not under the radio control of a human pilot.




research directly addressing robot autonomy in just
such unstructured, dynamic, and uncertain environ-
ments, including those in social as well as physical set-
tings. Indeed, Rodney Brooks, one of the authors in
this section, predicts in his article “Humanoid
Robots™ that robots will be common in people’s lives
by the middle of the century if not significantly
carlier.

Along with Brooks, we offer a number of articles
surveying the state of the art in five emerging areas in
robotics rescarch pursuing autonomous operation. In

key challenge is designin
alg;r};ﬂuns thagt allow rggntsg to
function autonomously in
unstructured, d
partially observable, and
uncertain environments.

this context, Brooks also discusses the fascination
humans have had with humanoids through the ages,
surveying recent progress in the field and emphasizing
the research being conducted by his group at MIT.
That group has focused on, for example, aspec® of
embodied social interaction between humanoid
robots and people, leading to two of the best-known
machines—Cog, a humanoid torso, and Kismet, a
humanoid face. Brooks also makes the interesting
point that the jury is still out on whether furure
socially useful robots will have human form or even
need to present themselves in human form in the
interests of application performance.

In “Self-Reconfiguring Robots,” Daniela Rus et al.
discuss the promise and flexibility of shape-adapta-
tion to suit the environment, pointing out that adap-
tation is particularly important in unstrucrured
environments. Their proposed solution involves con-
structing robots from elementary building blocks
capable of autonomously organizing and reorganizing
themselves to best fit the given environmental condi-
tions and mission.

In “Robotics and Interactive Simulation,” QOus-
sama Khatib et al. describe recent developments
allowing robots to work and cooperate with humans
via haptics, or the sense of touch. These interactions
are based on physical models with sufficient sophisti-
cation to recreate a complicated, physically consistent

world, allowing natural and intuitive user interaction.
Such interaction relies on dynamit simulation that

also provides insight into the behavior of physical sys
tems. They also discuss applications in virtual proto
typing, animation, surgery, and more,

In “Probabilistic Robotics,” Sebastian Thruw
describes a successful approach to robot control base:
on the theory of probability. Probabilistic representa
tions are used for reasoning with the uncertainl
inherent in models and sensed information. Amon:
the more notable successes in mobile robotics are
serics of tour-guide robots, one of which has bee
used in the crowded Smithsonian Museum in Wash
ington, D.C.

Finally, in “Entertainment Robotics,” Manuela M
Veloso discusses the positive effects robot soccer ha
had on robotics research, forcing researchers to explic
ity address the design of cooperative behavior fo
robots in dynamic, adversarial environments. Robo
soccer has also shown the viability of robot games a
entertainment.

Robotics today, however, covers an even greate
scope than this eclectic collection of articles migh
suggest. We have limited ourselves to a number ¢
representative areas of functionally autonomou
robotics within the large and constantly expandin
field. For example, we've avoided some other emerg
ing areas, including distributed robortics, field robor
ics, and sensor networks. The field of distribute
robotics studies methods for collective and coopera
tive robot team coordination for a vast variety c
tasks, Sensor-actuator networks represent an area ¢
research closely related to distributed roborics (as we
as to the growing field of embedded systems) an
serve as a bridge to the computer network and archi
tecture disciplines. Field robotics deals with applicz
tions of robots in construction, space exploration, an
agriculture. These areas are worth rescarchin
and applying, in addition to the ones described i
the articles in this section.

Though we provide a selective view of the emerg
ing research, we want to impart a sense of today’s cu
ting edge. Written by some of the leading experts i
the respective areas, they represent critical parts of th
rapidly expanding field of robotics. Following th
lead and serving as an inspiration for future desig
ideas, the best is yet to come. H
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Rodney Brooks

HUMANOID ROBOTS

The future promises lots of robots in our
everyday lives; some, perhaps many, of them could
look and behave like people but only if being
humanoid represents a technological advantage over
their relatively utilitarian counterparts.

cople have been interested in building
robots” in the form of humans for
thousands of years. There were baked
clay figures of humans in both Europe
and China 7,000 years ago. At the
height of Egyptian civilization 3,000 years ago,
articulated statues could be controlled by hidden
operators. At Thebes, the new king was chosen by
an articulated starue of Ammon, one of the chief
Egyptian gods (depicted as a human with a ram’s
head). Priests secretly controlled it as male mem-

bers of the royal family paraded before it.
Leonardo da Vind, the ing student of
human anatomy in his time, a mechanical

equivalent of 2 human—a humanoid
in the 16th century; unfortunately, the design has
still not been constructed.

Frenchman Jacques de Vaucanson eady in the
18th century buile three dockwork humancids.
One was a mandolin player that sang and wpped its
foot as it played. Another was a piano player thar
simulated breathing and moved its head. A third
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Figure 1. Cog is an upper-torso robot with two force-controlled arms,
simple hands, and an active-vision head. It has undergone many

revisions since |993; different versions have appeared in the literature

with different heads, arms, and hands,

was a flute player. All were reported to be very lifelike,
though none could sense the environment; all were
simple playback mechanisms.

Similar humanoids soon followed. In the 18th cen-
tury Pierre Jacquet-Drroz, a Swiss watchmaker, and his
son Henri-Louis built a number of humanoids,
including a female organ player that simulated

and gaze direction, looking at the audience,
her hands, and the music. Henri Maillarder, also a
Swiss warchmaker, built a boy robor in 1815 that
could write script in both French and English and
draw a variety of landscapes.

Modern Humanoids
The modern era of humanoid robots was ushered in
during the early 1970s by Hirokazu Karo, a profes-

% sor at Waseda University in Tokyo; he oversaw the

building of Wabot-1, a
robot that could walk a
few steps on two legs,
grasp simple objects
with iuﬂt;mmfhands,Jand
carry out some primitive
speech interaction with
people. Bur, as with the
early humanoids, Wabot-1
was stll essencially a
playback mechanism.

Kato's next robot,
Wabot-2, built in 1984,
was much more than a
playback mechanism.
Like Wabot-1 it had
two legs and two arms.
Unlike Wabor-1, ic
could not stand burc
rather sat on a piano
bench. Its feet were used
to press the pedals of an
organ, and its arms and
hands were restricted to
playing the orgars key-
board. It had five fingers
on each hand and could
move its arms from side
to side when playing the
keys. Its head was a
large TV camera; when
sheet music was placed
on the music stand
above the keyboard, it
would read the music
and play the piece. In
some sense it, too, was a
playback mechanism, but it played back standard
musical notation, perceiving such notation through
its vision system and responding appropriately. .

By the mid-1990s many humanoid robot projects
were under way, most notably in Japan, Germany,
and the U.S. Today, more than 100 researchers work
in humanoid robotics at Waseda University alone and
a similar number at Honda Corp. just outside Tokyo.
There are also humaneid projects at Tokyo Uni-
versity, the Electro-Technical Laboratory (ETL) in
Tsukuba, Advanced Telecommunications Research
(ATR) in Kyoto, and at other Japanese locations. Ger-
manys Bundeswehr University of Munich and the
Technical University of Munich have hosted
humanoid robot projects. The major projects-in the
ULS. have been at the University of Utah, Vanderbilt
University, NASA-Houston, and MIT.



Figure 2. Kismet is an active-vision head with a neck and facial features. It has four cameras (two in the

steerable eyes and two wide-angle ones embedded in its face) and active eyebrows, ears, lips,

and a jaw. Altogether, it includes |7 motors. A new-generation Kismet is under construction.

There have been many different motivations for
building humanoid robots. Some formally announced
ones include: investigating bipedal locomotion; build-
mgmlmpemmdmbammdjmdymkcdmcphmuf
people (such as in spacewalks outside the Interna-
tional Space Station); building robots to maneuver in
houses built to be convenient for peaple; investigating
hand-eye coordinarion for tasks usually done by peo-
ple; entertaining people; and functioning as a tool to
study how people do what they do in the world.

MIT Humanoids

The humanoid robotics group at MIT (one of two
groups in the Artificial Intelligence Laboratory
working on humanoid robotics, the other concen-
trating on bipedal locomotion) started our develop-
ing humanoid robots as a wol for understanding
humans’ use of representations of the world around
them [6]. Early plans were based on the work of the
philosophers George Lakoff and Mark Johnson (best
summarized in [8]) who posited that all of our under-
standing of the world builds upon the embodied
experiences we have when we are young. For instance,
they argued that the concept of affection uses warmth

as 2 metaphor because children are exposed to the
warmth of their parents’ bodies when shown affec-
tion. Thus we might say, Thcygm:tedm:wumll}r.
Likewisc, we tend to use bigness as a metaphor for
importance, as in “tomorrow is a big day,” because
parents are important, big, and indeed dominate our
visual experience when we are young, Higher-level
concepts are built as metaphors less direct than these
primary ones but nevertheless rely on our bodily expe-
rience in the world. For instance, for time, we use the
metaphor of moving forward, walking or running in
a straight line. Thus the future is ahead of us, the pre-
sent is where we are, and the is behind us.

As the first humanoid robot, called Cog, was being
developed in the mid-1990s, many aspects of percep-
tion and motor control had yet to be solved [5] (see
Figure 1). Its developers realized there were important
precursors to explicit representarions of metaphors, as
had been in earlier work on situared and
ecmbodicd robots [4). In the case of robots with
humanoid form, intended to act in the world as peo-

+ ple do, these precursors are social interactions [2],

which are themselves based on emotional systems [7],
facial expressions, and eye movements. The eye move-
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ments are driven by perceptual demands imposed by
the underlying architecture of the eye [10]; in turn,
they have been hijacked by evolution as significant
components of human social interactions.

This realization prompted development of the
robot Kismet in the late 1990s to study how social
cues can be elicited from people by robots (see Figure
2). Today, both robots are used for researching
aspects of social interaction.

Active Vision

Vision systems with steerable cameras that move in
purposeful ways as part of the perception process are
called active vision systems [1]. A humanoid vision

The robot’s coherence

of behavior is not determined
by some internal locking
mechanism but by its
direction of gaze out mto ‘i
the world.

system with the same basic mechanical structure as
humans and other mammals and that follows the
same motion primitives used by humans app&rs to
be animate and lifelike.

The human eye has a central fovea spanning about
5 degrees vertically and horizontally of the full 160
degrees the eye can see. The brightness and color
receptors are much more densely packed in this area;
more than half of the region of the brain that first
processes signals from the eye is dedicated to the cen-
tral 2% of the field of view. Humans move their eyes
around rapidly, up to four times per second, to aim
this high-resolution part of their eyes at whatever it is
they are interested in. These rapid motions are called
saccades and occur ballistically without feedback
about their accuracy during their motion. They are
under voluntary control, in that a person can con-
sciously choose to saccade to a particular location,
though most saccades are made completely involun-
tarily by some sort of attention mechanism. Some-
thing interesting is often in the low-resolution
periphery of human perception, and the eye saccades
to that target to see it with higher resolution.

Humans can also scan their eyes to follow some-
thing moving in their field of view. Called smooth
pursuit, such scanning cannot be done voluntarily.
People cannot scan their eyes smoothly from, say,
left to right, unless there is a moving object they can

lock onto and follow. Lastly, humans use their inner
ears to detect head motion, feeding the signal for-
ward to compensate with eye motion much more
quickly than the vision system could track how the
world appears to be slipping and compensate. This
is known as the vestibular-ocular reflex.

These three capabilities—saccades, smooth pur-
suit, and the vestibular-ocular reflex—have been
implemented repeatedly in both Cog and Kismet [5],
operating with performance comparable to that of
humans, though their cameras have much lower reso-
lution overall than the human eye.

Humans also verge their eyes toward a target and
estimate the gross depth by how far off parallel their
eyes have to move to see the same point in space.
Comparisons are then made between the images in
the eyes to get a local relative depth map—the process
of stereo vision. Cog and Kismet also have these capa-
bilities and so are able to perceive 3D aspects of the
world.

Cog and Kismet are able to detect human faces
through a variety of methods [9] and estimate the
gaze direction of a person by determining the direc-
tion their eyes are pointing. The robots are not able to
do as gooda job as the human visual system, however,
but estimates with 3 to 5 degree accuracy are useful
for social interactions.

Cog and Kismet each have their perception and
control systems running on more than a dozen com-
puters. There is no central executive and indeed no
central locus of control for the robots. Nevertheless,
they appear to be operating in a coherent manner.
The low-level trick that allows this coherence to hap-
pen is the visual attention mechanism (see Figure 3),
which determines where the robot is looking; where it
is looking determines what all the low-level percep-
tual processes will see. That in turn determines which
of the robot’s behaviors are active. The robot’s coher-
ence of behavior is not determined by some internal
locking mechanism but by its direction of gaze out
into the world.

Social Interaction
The Cog and Kismet visual systems are the bases for
their social interactions. Even a naive human
observer can understand what the robots are paying
attention to by the direction of their gaze. Likewise,
the robots can understand what a person is paying
attention to by the direction of the person’s gaze {9].
The visual attention system makes it completely
intuitive for naive users to direct the robots visual
attention system to some particular objects: Cynthia
Breazeal, now at the MIT Media Laboratory,
describes a series of experiments in which subjects



were asked to get the robot to pay attention
to different objects [2]. Typically; I:hqf
would bring the object into the field of

view of the robot, then shake it and move it
o the desired position, with the robot now
smoothly pursuing it, paying attention to
what the I'mn'.c:nE subject wanted. The

Figure 3. The visual attention system ued in Kismet and Cog
The robots pay attention to objects with skin color, bright colors,

or fast motion. HigherJdevel behaviors determine how these factors

are weighted together; the eye motor system then saccades

toward the most interesting part of the image. A habituvation

signal makes any interesting feature eventually appear less

intaresting, allowing the raboat to pay attention to samething new.

subjects had no knowledge of
how the robot’s visual system operated but
were able to use the same strategies they

Franw Lira hbﬂl
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would use with a child, and they worked.
By manipulating the weighting the
visual system applies to different visual
cues, K‘lsmus high-level behaviors, such as
dialogue turn-taking, can make it make or
break eye contact, so indirectly, these high-
level behaviors regulate social interaction.
Moreover, Kismet expresses its internal
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emotional state through facial expressions
and prosody in its voice. So, for instance,
when someone comes very dose to Kismet
or waves something very quickly near its
face, Kismet becomes more fearful. That
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draws back. This reaction triggers a com-
plementary reaction in naive human subjects who also
tend ro draw back. Thus, Kismer, mdiretd].- through
its emotional system and its expression in the world,
is able o manipulate people in social settings, just as
humans unmnmmml}r manipulate each other.

Kismet is also able to detect basic prosody in the
voices of people and classify dheir spntl:.h as “praising,”
pmhibmng, “bidding for attention,” or “soothing,”
four basic prosodic signals used in almost all human
cultures by mothers with their babies. Kismer's detec-
tion of these cues changes its internal emotional staee
in appropriate ways; its outward demeanor changes,
coupling in people who then intuitively react in
appropnate ways.

Breazeal has reported on a number of experiments
with human subjects [2]. Naive subjects in one set of
experiments sat in front of the robor and were
instructed to “talk to the obot.” The robot could
understand only their prosedy and not the actual
words they said. The robot generared s with
prosody, though it was always random strings of Eng-
lish phonemes with no intrinsic meaning,

Most subjects were able to determine when it was
their turn to speak, bur some did, not know what o
say. Others engaged in long ebnversations with the
robot—even though there was no conventional lin-
guistic transfer. The more basic social inreractions
often masked the lack of actual language. For
instance, in one session a human subject said, *T want

you to take a look at my watch,” and Kismer looked
right ar the person’s watch. The had drawn up
his left wrist to be in Kismer's field of view, then
tapped his right index finger to the face of the warch.
Thart was a sufficient cue 1o artract Kismet's arrention
system, and Kismet saccaded to the warch. Just as in
human-to-human communication, layers of sodal
interaction smoothed the process.

Because Kismet's processing system made it a lirtle
slower ar turn- than a human, careful examina-
tion of the video record showed frequent urn-taking
errors (wherethe robot or the person interrupred the
other) at the start of each session, but also that people
soon adapted (the robot did not adapt). and thar after
a few minutes the errors were significandy less fre-
quent. Video clips of many of these iments are

available ar www.ai.mit.edu/projects/humanoid-

robotics-group.

Humanoids Eve erel

The first few domestic robots are already on the mar-
ket, including lawnmowing robots and home floor-
cleaning robots. All are casy to use, which will be
very imporant as the functionality of domestic
robots is developed further. We can compare robor
ease of use with compurer ease of use. There are two
sorts of computers in people’s homes: One is embed-
ded processors in television sets, coffee machines,

and practically any rool or appliance powered by
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elecrricity; they are trivial to interact with and
induce almost no cognitive load on the human user.
The other is home PCs with thousands of options
that can be quite difficult ro understand; they pro-
duce high cognitive loads on users. Tt would be
desirable for robots o follow the path of embedded
processors, rather then PCs, and produce little cog-
nitive load. However, unlike todays embedded
processors, robots will be highly visible because they
will move around in home environments, Therefore,
it will be desirable for them ro understand human
social conventions, so they can be unobtrusive;
meanwhile, humans should be able to interact with

tap into the same subconscious cues used by humans
and by humans and humanoid robots.

It may be thir the large number of bumanoid robot
projects under way today, especially in Japan, may pro-
duce enough suceessfil robots that people will
find them narurally acceptable and expect them to have
human form. It has become well understood over the
past 20 vears that the technologically superior solu-
tion may not be the one that wins ourt in the market-
place (in the same way the VHS video formar won
out over the Beta formar). Rather, it depends on early
market share and the licde-understood dynamics of
adoption. For this reason, humanoid robots might
become common by accident. Or it may turn out

. there will be a discovery (not yer made) that they have

It would be desirablé for =
robots to follow the path of
embedded processors, rather

then PCs, and produce little
cognitive load on users.

them in the same kind of noncognitive ways they
interact with other humans. For instance, it will be
useful for a |argt: mobile ap-plianc: and a person to
be able ro negotiate who goes first in a tight corridor
with the same natural head, eye, and hand ges[ures
all people understand already.

Should we expect these sociable robots to have
humanoid form and be as commonplace in our lives
as a number of Hollywood fantasies have portrayed?
It is difficule to know today, but there are two com-
pelling, and competing, arguments on opposite sides
of this question:

The current infatuation with humanoid robots is a
necessary but passing phase. It allows researchers to get
ar the essence of human-robot interactions, but the
lessons learned will ulamately be applicable to robots
with much more functional forms. For instance, we
can expect driverless trucks in our residential neigh-
borhoods. When human drivers stop at an intersec-
tion as other vehicles pull up on the cross street, they
often engage in informal social interactions through
eye contact, head nodding, and finger motions—
social interactions ignored in the formal driving rules
but that form a negotiation as to which driver should
proceed first.

When another vehicle is a driverless truck, similar
sorts of social negotiations should be possible o lubri-
cate the safe flow of traffic. However, current experi-
ences with humanoid sociable robots may well lead to
development of social signals for the robot truck
requiring no human form but rather signals that can

some significant advantage over all other forms, and
they will be common precisely because they are tech-
nologically superior.

The weight of progress in so many forms of robots
for unstructured environments leads to the conclu-
sion that robots will be common in people’s lives by
the middle of the century if not significandy earlier.
Whether signifiant numbers of them will have
human form is an open question. @

REFEREMCES

1. Blake, A. and Yuille, A.. Eds, Active Viniow. MIT Press, Cambridge,
MA, 1992,

2. Breaseal, C. Designing Satiable Robore' MIT Press, Cambridee, MA,
2001,

3. Brooks, R. Cambrizn MIT Press, Cambridge, MA, 1999,

4. Brooks, B, Flesk and Mackines Hrg Roboes Wil Change U Pantheon,
Mew York, 2002,

5. Brooks, R.. Breszeal, C., Marjanovic, M., Scassellati, B., and
Williamson, M, The Cog Project: Building 2 humanoid mbor. In
Computasion for Mrtaphars, Analogy, and Apear, C. Nehaniv, Ed, Lec
ture Nater in Arsificial Imeelligence 1562, Springer Verlag, New Yok,
1999, 52-87,

. Broaks, B and Stein, L Building hrains for bodies, Awsanom. Robe. §,
1 (1994}, 7-25.

7. Dﬂmnrﬁ- The Feeirng of Whar Happeny; Hody and Emovien in the

of Comsciourmers, Harcourt Brace, New York, 1999

-8 lal: + Goand Johnson, M. Mhrlosapiy fr she Fleob: The Erbodied Mind
mmMmm Western Pilmapdy, Basic Books, New York, 1999,

9. Scassellati, B. Foundations for a Theary of Ming for 2 Humanoid Bobor
MIT Arificial Tntelligence Laboratory, Ph.D. disserzarion, 2001

10 Yarbus, A, By Mosemen dne Vision Flenam Press, New York, 1967,

RDDN!‘I!' B!DGH (brooks@ai.mit.edu) is Fujizu Professor of
Compurer Science and Engineering and Director of the Amificial
Intelligence Laboratary ar the Massachusens Instinute of Technology,
Cambridge, MA,

Prrmission o make digital or bard copies of sl oc pan of thas woek: for persosal or
classrocen ust w granbed withour fee provided thar copies are not made or diseribused
Foe peofic or comenescial advasmpe snd that copies bear this norice and the full cona.
tinn on e firsc page. To copy otherwise, to repubilih, e post on wervens or oo redis-
tribuate oo lists, requires prior specific permission andior & fee.

D 2002 ACM 0002-0T S22 4 §5.00




IT

Daniela Rus, Zack Butler, Keith Kotay,
and Marsette Vona

The inchwanm rabot, designed to climb steel
wob strucheres like the Eiffel Tower

and metal bridges, propelling itsell on
arbitrarily oriented surfaces in the

absence of geometric models.
Developed by Keith Kotay and

‘.‘

Daniella Rus in the
Dartmouth Rebollcs Lab.

SELF-RECONFIGURING
ROBOTS

Mimicking the adaptability of living biological cells,

robot modules will reconfigure themselves toward a

common purpose within the limits imposed by the
local environment.

weed-architecture machine is accepr=

able if the environmenr is scrucrured, bur for rasks in

unknown environments, a robot with the ability o

change shape to.suit the new environment and the

required funcrionality is more likely o succeed than
fixed-architecture

is its counterpart.
Owr vision for uldmate robodc design and func-

tionality is to create vastly more versatile robots by

bulldmgdwmumufampknmdﬂuwuh

n capabiliies. Hundreds of small,
l'dltl\'l'-hf limited, modules would be able w
autonomously and as
g sy oy oY
has o move, the shape of the object the robot has w0
manipulate, or the sensing needs for the given task.
biological systems; a simple living cell does not do o
much by itself, but a collection of cells can be orga-
nized to form a climbing inchworm, a crawling erab, |
or a running child. Large collections of small robots |




Figure |. Two different Molecule robots, each consisting of four modules, each composed of
two atoms connected by a right-angle rigid bond. The connectors are implemented with

electromagnets and a gripper mechanism. The Molecule has two rotational degrees of freedom about

the bond and one rotational degree of frupdu-m per atom about a single inter-Molecule connector.

vnllmmdxyamvdynrgmmerhmmdv:sasdmum
geometric strucrure under the local cnviron-

mental conditions to perform coordinated and useful
wcd:.mdt:smpamngaquadsmummmpmt
ing artifacts, or manipulating surface properties.
Modular reconfigurable robots have a number of
other advantages over their more traditional, fixed-
architecture counterparts. First, they support multiple
modalities of locomotion and manipulation. For
example, if a particular robot system needs ro%limb
stairs, it would reconfigurc iself so it can crawl up
stairs. [f it needs to cross a gap or reach a window, just-
in-time bridges and towers might be created. This
adaprability can be achieved by requiring the robot 1o
metamorphose from one shape into another o best
match the shape of the terrain in a statically sable gait.
Second, these robots are more fault tolerant than dheir
fixed-structure counterparts. For example, if one mod-
ule fails, 2 modular reconfigurable robot carrying some
additional modules might excise the failed part and
replace it with a spare unir. Third, they can be used in
tasks requiring self-assembly, such as a structure in
outer space or on the floor of the deep ocean. Fourth,
they can provide a means for physically modeling 3D
data—a real breakthrough in visualizadon. It is now
mtnnmnmus:mﬁwnr:mmmmpuurmndds
for 3D dara. We envision creating ph models
that can be manipulated directly by using modular
self- ing robos. The robot would morph
itsclf into the geometric shape dictated by the data.
The user would be able to wuch and manipulate the
physical model provided by the robor. Ulnmarely,
wimﬂwmd:mhgrlsmlabhataw:}rsmaﬂmlc
{even down to nano-scale), ordinary objects, say, a
lamppost, would be able to reorganize themselves on

demand into other ordinary objects, say, a bench or
barricade.

Self-reconfiguration represents a paradigm shift for
studying the fundamental principles of organization
and reorganization Cé):gmml systems. In robotics,
self-reconfigurarion d a rich class of questions
abour designing, controlling, and using massively dis-
mbuted systems of robors, Sclf-rocnnﬁgurauun also
offers fertile ground for applying cxisting concepts in
novel ways. For example, the domain involves the
need fur two kinds of planning algorithm: one w
achieve a desired geomerric shape and one to globally
maove the resulting shape in any physical direction. To
explore the value of these algorithms and their appli-
cations, the following sections cover some of the hard-
ware and nﬂmuc challenges of achieving task
versatility with self-reconfiguring robats.

Hardware Systems

Self-reconfiguring robor systems employ physical
mechanisms modules to dynamically and
auromatically configure and reconfigure themsclves
into more complex forms. Creating self-reconfiguring
robot systems poses many engineering cen-
tered on designing the basic self-reconfiguring module
and inter-module connections, as well as on how o
aggregate distributed systems from the modules.

We want the basic module to be as small and sim-
ple as possible in terms of physical size and numbers of
components, linkages, and functions, because the
smaller the module, the greater the range of shapes
that can be built from it. The modules should also be
able to function independenty of one another.
Although simple modules are easier w design and
build, simplicity may constrain functionality. Simplic-



ity ix also a key consideration in designing the inter-

module connection mechanism. Because cmudulr,s
make and hmkmnmm;lﬁzb
tons should be simple and tyndrpmdcntuf

human intervention.

Orher important design issues incdlude communica-
tion between modules, actuator power, and the
method used o y elecrrical to the
Inrer-module mmpnﬁnicatimis o fmm
eooperation and distributed control of the vanous
components in a system. A good connection mecha-
nism can also be used to ransmit berween
modules. Actuaror power is the amount of force actu-
ators have to exert to move the modules around; min-
imally, modules must be able 1o move their own
mlghtln:.SDﬂmuhmodulﬁmtbeablemm
their own weight against the force of gravity. Bur sup-
plying electrical o modules is difficult and
costly in terms of design and fabrication. Moreover, if
the modules supply their own power using barteries,
their weight and sizc increase, thus requinng more
power to move them around. One tlity is to use
dxwmmmnmmmﬂmumldfmmt
power 1o all modules.

Several research groups have developed solutions to
designing self-reconfiguring robots. For example,
Toshio Fukuda et al. of Nagoya University first pro-
posed in 1990 che idea of a cellular roboric system in
which a ser of specialized modules called “cells” are
coordinated to ish a complex tsk [1). The
first hardware systems were developed a few years later
ar the Mechanical Engineering Laboratory (MEL) in
Japan, as well as at Johns Hopkins University and
Xerox PARG; the sophistication of the devices has
increased ever since. Meanwhile, several groups have
contributed groundbreaking ideas, such as the expan-
sion/contraction actuation mechanism of [6), the con-
nection mechanism of [3], and the deformation-based
actuation of [4]. A good overview of the state of the
field is presented in [5].

Most pro umt-mnﬁgnrﬂemhﬂtmm
are actuated a module relative to che rest of
the robot or expanding and/or contracting a module;
their connection mechanisms are magnetic or mechan-
ical. Modular robots are characterized as cither homo-

{all modules are identical} or
{the modules are different), For example, Mardk Yim of
Xerox PARC defined a .reconfiguring system 1o be
“unit modular” if it is homogeneous. Most existing
self-reconfiguring robot systems are based on the unie-
maodular approach.

Our own work has focused on the principle of
mechanical simplicity; or the simplest design with the
fewest components to accomplish the job. We've also

characterized the properties thar would confer a unit-
modular robot system with self-reconfiguradon [6].
Guided by these resuls, we've developed two unit-
modular systems: the Molecule robor and the Crystal
robot. The main goal of the former is self-reconfigura-
gon in 3D, The later uses a novel actuadon mecha-
nism, called scaling, thar allows an individual module
to double in size by expanding or halve its size by con-
tracting, thus providing more robust motion than the
pr:mmunn-lnsadmauunsymnulnsmduf

moving individual modules by rotating them, we
change the overall mbutshapcb}rexpandmgandmn
tracting the modules.

The Molecule robor. A Molecule robot consists of
multiple units called Molecules, each of two
atoms the size of an apple linked by a rigid connection
called a bond [2] (see Figure 1). Each atom has five

inter-Molecule connection point and rwo degrees of
freedom. One degree of freedom allows the atom to
rotate 180 degrees reladive w its bond connection; the
other allows the atom (thus the entire Molecule) 1o
rotate 180 degrees relative to one of the inter-Molecule
connectors at 2 right angle to the bond connection.

brdinar}r objects, say, a
lamppost, would be able to
reorganize ves on
demand into other ordinary
objects, say, a bench or

barricade.
The current desi RJC servomotors for the rota-
nnmidegremoflﬁlmdnm A fearure of the prototype is
the use of a gripper-type connection mechanism for
|mkmgth:mmdlﬂdul]nmbuﬂm

The motating connection ts on cach atom are
the only ones required for Molecule motion. The other
connection points are used for attachment to other
Molecules in order to ereate stable 3D structures. Each
Molecule also conrains & microprocessor and the cir-
cuicry needed to control the servomotors and connec-
tors. Each atom is four inches in diamerer, and the
cule has three basic motion capabilities: linear motion
in a plane on top of a lattice of identical Molecules,
irrespective of the absolute onencation of the plane;
convex H-degree transitions between two planar sur-
faces composed of Molecules; and concave
ransitions berween two planar surfices composed of
Molecules.

These primitive motions for a Molecule relative to a
substrate can be combined and sequenced by the robot
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control system to achieve global motions for the entire
robot. We've found that a four-Molecule robot is the
srnallest one that can move in general ways in the
plane [2]; the smallest one that can also dimb stairs is
an eight-Molecule robor. Figure 1 shows our proto-
type four-Molecule robor.

The Crystalline atom. The Crystal is our novel self-
reconfiguring module, a mechanism with some of the
same motive properties as biological muscles thar can
be closely packed in 3D space and that can artach
themselves to similar units (sec Figure 2). Fach of the
24 Crystal modules we've developed so far is actuated
by expansion and contracdon of is four faces. By
expanding and contracting the neighbors in a con-
nected structure, an individual module can be moved
in general ways relative to the enrire scructure. Crystal
atoms never rotate relative to each other; their relaive
movemnent is actuated by sliding via expansion/con-
wraction. This basic operation has yiclded new algo-
rithms for global self-reconfiguration planning [6].
When fully contracted, each atom is a square measur-
ing wo inches on each of its sides. When fully
expanded, each arom is a square with a four-inch side.
Each atom weighs 12 ounces. Crystal robot systems
can realize a wide of geometries; for example,
Figure 2 (top} shows a dog-shaped object transforming
itself into a couch-shaped object.

Crystalline robot systems are dynamic structures,
They move using sequences of reconfigurafons to
implement locomotion gaits and undergo shape meta-
morphosis. The dynamic nature of these systems is
supported by the ability of individual modules to
miove globally relative o the entire struerure, Unlilze
all previously proposed unit modules, in which mod-
ules are relocated only by wraveling on the surface of a
structure, Crystalling atoms can be relocared by wravel-
ing throughout the volume of a Crystal. Instead of
propagating the module along the surface of the robot
strucrure {requiring a linear number of expansion and
contraction operations in the modules on the surface
of the cube), the same goal can be achieved using a
constant number of internal expansion and compres-
sion operations [G].

Algorithmic Issues

The algorithmic challenges involved in achieving self-
reconfiguring robotic systems in a distribured fashion
concern the metamorphosis of 4 given structure into a
desired structure and how to use self-reconfiguration
to implement multiple (adaprive) locomotion and
manipulation gaits. These issues can be formulated as
muotion-planning problems. The key observation for
automated planning is that most self-reconfiguring
systems consist of identical modules. Since all modules

R R R B ETIALIE A FLE

are also interchangeable, it is not necessary to compute
goal locations for each element. Thus, self-reconfigu-
ration is differerit from the related inrractable ware-
house problem in which modules are assigned unique
IDs and have to be placed at desired locations., Several
groups have proposed architecture-dependent plan-
ners [2—-4, 6, 8, 9]. This work can be divided into twa
categories of approaches: centralized and decentral-
ized. The former is easier to analyze for performance
guarantees but is not scalable for large robots, The lat-
ter supports parallelism but is generally more difficule
to analyze.

Moaost approaches to planning have two parts: a set
of device-level primitives for controlling the motion of
one module relative to a structure or substrate; and
general planning algorithms built by “composing”
these primitives. Two of our centralized planning
approaches are described in derail in [2, 6]; other
groups [3, 4, 7-9] have pursued similar approaches.

Some of the most interesting furure applications for
self-reconfiguring robots promise o employ thou-
sands of modules working together. Such systems rep-
resent ultra-high-degree-of-freedom  systems  that
might be able to synthesize a robotic pet or a couch at
ones request. However, centralized planning algo-
rithms move one module at a time and may be o
slow and impractical for controlling robots made of
thousands of modules. For this reason, it is important
to consider distributed planners that are scalable, sup-
port parallelism, and are berter suited for operation in
unstructired environments,

Distributed planning for Crystal robots. One possi-
ble approach is an algorithm called PACMAN diserib-
uted control we've developed for unit-compressible
systems like our Crystal robots. An overall desired
shape, or locomotion gait, is given to the robot’s mod-
ules, each of which then determines whether or nor it
needs to move using only local information. If motion
is necessary, each module initiaces a path search
through its fellow modules using only local informa-
tion at each step. After a pach is found, it is instand-
ated by marking each atom through which the path
travels, We therefore developed data seructures called
“pellets” as a way to mark the path a module should
follow to perform its part of the reconfiguration. This
process could be viewed as the engineering equivalent
of Hansel and Gretel's bread crumbs left chrough the
forest, bu since the pellets are permanent, the resulr is
berter, Because of the Cryseal’s unique actuarion prin-
ciple, a single physical module does not follow the
entire path. Rather, it exchanges identities with other
modules along the path, so it appears o ‘follow the
entire path while actually moving only locally. Addi-
tionally, by marking cach peller with the idendiry of the



Figure 2. (Top) Five snapshots from a simulation using Crystalline robots showing the intermediate

steps in the transformation from dog-shaped object to a couch-shaped object; (bottom left) the physical

|:r'|'rt'|:}trp£- of the Cr‘ril‘;\l“r‘lf' atam; and fhl_'rl_‘l!t‘:lﬁ1 righl‘} a robot co r:\:.i's.rir'lg af four I:rra.l:ah.

module that is to eav it, paths for several modules can
coexist in the Crystal robot. This navigation and con-
ﬁgura.uunmwgmrum:lhmnndulmmp&ﬁrm
simulaneous ns without relying on a
central dock or the acruation of only a single path ata
time.

The reconfiguration process involves two main
steps. First, a path is for each module in a dis-
tribured fashion. The result is a set of pellets diserib-
uted through the atoms of the robot. Once the pellets
are in place, the acruation asynchronously, as
each atom looks for pellets and “ears” them without

to a strict schedule. This strategy means that
although the intermediate structure of the cryseal is
undetermined, the final structure is as specified.

This actuation protocol can direct the active mod-
ule to move and trade identities with other modules
along the path, evenwally resulting in a module
appearing at a location specified in the goal statement.
It provably allows for many paths to be planned and
executed simultaneously through the robor, since each
active module needs o look only in its immediate
neighborhood to discover and actuate the next step on

its path.
General to decensralized planning. The
current direction in self-reco robotics focuses

on designing and building hardware and developing
a]gondims coupled to specific hardware. We are ar 2
point where we can step back to examine more

questions about self-reconfiguration planning in an
architecture-independent way. It is important to exam-
ine architecture-independent algorithms that can be

ummnmxedﬁ:rnmn}rdlﬁﬂmrsysmbmuﬂdry

hive the of providing 2 more

base for the field. By oudining general plﬁfn-r
reco plannlng.whupemlﬂmhawmbc:
ter d hardware and control

The:b:hquselﬁ-m:unﬁpnngs;mmchmge
shape can lead ro water-flow-like locomortion alge-
rithms ing the robot to conform o the terrain on
which it has to travel. These algorithms have the
potential for working well in unstructured environ-
ments. In most existing self-reconfiguring robot sys-
tems (2, 3, 6, 9], an individual module can move in
general ways relative to a structure of modules by trav-
eling on the surface of the structure. Specifically, an
individual module is capable of:

* Linear motion on a plane of modules;
* Convex transitions into a different plane; and
» Concave transitions into a different plane.

The derails for how to accomplish these goals are archi-
tecture-dependent. We can use these motion abstrac-
tions as the basis for a general decentralized
cellular-automata algorithm that can work for any sys-
tem capable of such motions. The cellular automara
control uses the primitives within local rules to model
water-flow-like locomotion.

We have developed several sets of simple rules for
cellular automata that produce reliable and provable
locomotion; Figure 3 shows snapshots from a simula-
tion of a blob-like robot moving over irregular obsta-
des using this approach. Each rule requires a set of
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Figure 3. (Top) Five rules for rightward locomotion without obstacles. The robot modules are

represented as squares; a variety of symbuols characterize the local configuration of the active cell, which is

represented as a black square with a dot in the middle. The first rule allows, for example, the active

madule to rmove up by one unit when its top is free and the surrounding structure consists of at least three

units arranged in an L shape. (Bottom) Screenshots of a compliant locomoation simulation using

cellular avtomata rules; the light gray squares model obstacles, or terrain irregularities.

C . ol
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- = furrsent cell
E = call

. = no call

. = oo ¢call or chatacle

preconditions on the neighborhood of the cell that,
when activared, causes the cell 1o move o an adjacent
location on the surface of the system. These correct
abstract algorithms can be instantiated on a variety of
robot systems with their correctness properties intact.'
In addition to the locomotion sk, we have inves-
up:ad other ramnﬁguration easks, induding™self-
mnm (dividing a large modular system
into a co n of smaller systems, an operation use-
ful for dlstnhumd search and rescue applications); and
self-merging robots (regrouping two smaller robots
into one robot). These tasks are interesting by them-
selves and useful for applications involving distributed
monitoring and surveillance. Moreover, insights into
how 1o approach these problems will improve our
understanding of more general problems, such as how
the number of modules in a robot affects the robot’s
task repertoire and whether a large number of small
simple modules is more powerful than a single com-
plex robot.

Conclusion

Self-reconfiguring robots are able to adapt to the oper-
ating environment and required functionality by
changing shape. They consist of a set of identical
robotic modules that can autonomously and dynami-

"We imsrencisred them so the Molecsle robor 2], the MPL Fracts robos, and the
sobat i (3], mpmufsd-rdupd chiee saremenes: Ar any pﬂi.nthnm:,l:
least one of the five rales in Fagure 3 applies 0 one cell in the gyseem; any sequence
dwm-mwmuwmmihmﬂrm
0 discnanect its comp from ane her. The enesconess peuslr for decenreal
med bocametion s cncoursging, as it is precrally difficult m prowe the comocness of
distribaited algosichens specified i & bomom-up Eshisn.

cally change their aggregate geometric strucrure w suit
different locomotion, manipulation, and sensing tasks.
However, creating roboss with self-reconfigurarion
capabilities is a serious challenge now being met
through new designs for reconfigurable systems and
new ideas abour algorithmic planning and control that
confer autonomous reconfigurability. We've discussed
hardware design issues and presented two solutions
developed in our laboratory. We also discussed plan-
ning issues and illustrated a hardware-specific distrib-
uted planner and a generic distributed planner that
can be instantiated o many different designs.

These results are encouraging first steps toward cre-
ating sclf-reconfiguring roboudcs applications. How-
ever, we have a way o go before we can engineer
modular self-reconfiguring robot systems that can be
embedded into the physical world and respond in real
tme to requests for self-assembly. Because these robot
systems will constiture long-lived distributed systems,
all the supporting hardware and software will have to
be robust, long-lasting, fault-tolerant, scalable, and
self-healing, The hardware will have to rely on simple
and robust actuation. The units will have to be pow-
ered for long periods of ime. Adding and removing
units into the systern will have to be incremental, in
thar these changes should affect the overall system only
locally. When units break, the should be able wo
repair itself withour altering overall global funcional-
ity. The units will have o be nerworked with a reliable
wireless ad-hoc communicarion infrastrucnire. And
control will have to be highly parallel, scalable, and
diseributed.




-

T develop such systems, we have to improve ou
understanding of the general properties thar confe
modular robots with self- ton capabilities
as well as more generic (rather than architecture-spe.
cific) solutions to control and planning. Programming
and giving commands to these systems should be a
least as easy as writing a HTML page. These issues are
being addressed by the research community, motivatec
by the exciting vision of versatile robots achieving the
same level of flexibility as biological systems of cells. B
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Coming Next Month in
Communications

Supporting Community and
Building Social Capita
Millions of people meet online to
debate world events, swap recipes,
share research findings, or check the
stock market. They create communities
by their presence, their behavior, and
their personalities. The April issue
features a special section illustrating

-hDW to support sociability and

usability to produce worthwhile online
communities. The articles in this section
will take you from research to practice.

social translucence « visualizing anline
conversations « navigating large social
cyberspaces » e-learning communities «
online community design « the benefits
and costs of communities of practice »
what makes learning networks effective?

Also in April:

-Managing Risks in Enterprise
Systems Implementations

- The Professional Development
Challenge for IT Professionals
-Integrated IT Management Tool Kit

- Enabling Crypto

- Integrating Communication

and Information Through ContactMap
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Manuela M. Veloso

rtificial incclligence (Al) focuses on
using computers to manipulate sym-
bolic and numerical information to
perform a wide variety of intelligent
reasoning similar to humans. Ruﬁ:—
ics includes investigating the feasibility of creating
mechanical crearures—robots—to perform like

ENTERTA NI {ENT
ROBO 1CS

Competing teams of autonomous robot soccer players
illustrate the challenges, pleasures, and promise of
developing collaborative multi-robot applications.

Sony Aiba robots (2001 research wersion) competing in the RoboCup-2001 soccer tournament.

humans in real-world physical environments. The
fields of robotics and Al converge in pursuing this
goal.. The automated preprogrammed action of
robotic artifacts has been developed extensively
and successfully for industrial, inaccessible, and
hazardous environments, including volcanos, the
arctic, outer space, and the deep ocean floor. But
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the accelerating advances in computer power now
appear to add enormous credibility to the notion
that robots with humanlike Al can be developed
fully. This expectation offers many new opportuni-
ties for people to interact and coexist with robots.
Recent efforts have sought to bring robots into our
daily lives, including in the form of autonomous vehi-
cles, museum tour guides, helpmates for the clderly,
and robot competitions, robot soccer. My
remarks here about entertainment robotics are based
on my involvement with my students in robot soccer

We learned that robots playing
a game cannot afford to be
stopped and not act; the game

goes on at a speed that requires
rather proactive behaviors.

research over the past six years.

The late Herbert A. Simon, a professor of com-
puter science and psychology at Mellon
University and a founder of the Al field, concluded
his lecture “Forecasting the Future or Shaping 12" ar
the October 2000 Earthware Symposium (see video
at www.ul.cs.cmuedw/) by saying: “Here ground
CMU, we have been amazed, a.mum:l,gndﬁ , and
instructed by the dc\rclupmr.nts in robor soccer. For
four years, and with rapidly increasing skill, comput-
ers have been playing a human game requiring skill-
ful coordination of all the senses and motor
capabilities of each player, as well as communication
and coordination berween players on each ream, and
strategic responses to the moves of the opposing team.
We have seen in the soccer games an entire social
drama played out with far less skill (thus far) than
professional human soccer, but with all the important
components of the larter clearly visible.

“Here we see, in a single example, a complex web of
all the elements of intelligence and |:a:ning—im:nm:-
tion with the environment and social interaction, use
of language—that Al has been exploring for half a cen-
tury and a harbinger of its promise %ﬂ continuing
rapid development. Almost all of our hopes and con-
cerns for the future can be examined in miniature in
this setting, including our own role in relation 1o com-
puters.” The lecture went on to forecast our interac-
tions with computers and robots. But his impressions
and assessment of robot soccer are the best introduc-
tion to entercainment robotics | know,

Robot soccer pioneered multi-robot research and
entertainment. Until its development began in 1996,

maost robotics research focused on single-robot issues.
Robot soccer presented a new horizon; teams of
autonomous robots have to respond to a hi

ic “environment, including other teams of
robots, o accomplish specific goals, like ger the ball
in the opponents goal. Moreover, choosing a popular
game like soccer to explore such a rich research objec-
tive has apparently made a big difference. The enter-
rainment component of robor soccer has been
xigniﬁmntinammﬁngmrd)ﬂrs,aswdlasmwds
of spectators. For example, the fifth annual RoboCup
International Comperition held for the first time in
the U.S. last August in Seattle included more than
500 participants, 200 robots, and thousands of spec-
tators [m:Flgur: 1). The ambitious official RoboCup
motto is: “By the year 2050, dcvcbpatmmnfﬁ.lll}r
auronomous humanoid robots that can win against
the human world soceer champions.” 1 now briefly
illustrate the technical faced by teams of
autonomous robots dealing with such real-time
dynamic tasks as robot soccer.

Autonomous Robots

To robot researchers, an autonomous robot is capa-
ble of handling problems without the help of an
outside source, particularly a human. We humans
are in general autonomous in our everyday lives,
capable of surviving in our relatively unstrucrured
environments. Autonomy includes three main

capabilities:

FPerception. The ability to recognize the surrounding
environment, including the five human senses:
vision, hearing, taste, smell, and rouch.

Action. The ability to respond to perceived sensa-
tions, enabling one to change one's own state or
the state of the environment; many actions are
available to autonomous creatures, possibly in an
infinite number in some continuous space; com-
mon actions include all sorts of motion and -
manipulation.

Cognirion. The ability to reason, including selecting
from among the actions that are possible in
response to sensations; reasoning is a complex

that can include the ability to experiment
El?lﬂ;.m from feedback from the Effecuw
actions selecred. :

Research in robotics has a very long way to go to
actually achieve the level of perception, action, and
mlﬂﬂﬂ WC hu.ma.'ns dﬂnunsl‘.mtr. in our
lives. But the research is advancing in thav'direction.
Inherent in this advancement is the fact thar robots
will be part of our lives and in particular will be able



Figyre |. Researchers and robots participating in RoboCup-2001,

Seattle, August 2001.

to do, and performing actions. One
of the main challenges in develop-
ing such integration is how to pro-
vide the robors with the ability to
close this autonomy cycle, so they
perceive the environment, make
decisions about which actions to
take, actually take actions in the
world, and continuously ive
the environment, making cgf:::::m
and acting.

My sudents and I have been
developing several different teams of
| autonomous robot soccer players,

to coexist with us in entertainment tasks. Indeed, the
fact thar scientific and technology advances are con-
tributing to the development of autonomous robots
with perception, action, and cognition similar to our
own motivates us to use our discoveries well and learn
to coexist with robors.

Teams of Robots

In robot soccer, the robots face a highly dynamic
and uncertain environment in which they have to
achieve clear goals like advancing the ball toward the
opponent’s goal. Robot soccer teams need to effec-
tively integrate perception, action, and cognition in
real time. Each team of robots needs to continuously
live in a cycle, perceiving the world, deciding what

Figure 1. Carnegie

each reflecting a variety of chal-
lenges of perceprion, action, and cognition. | briefly
describe two of them in the following paragraphs to
illustrate the concrete challenges of mult-robot enter-
rinment.

Multi-robot seccer teams. Robot ion is one
of the main bottlenecks. Robots need to be equipped
with sensors from which they can accurately and reli-
ably infer the state of the world. Figure 2 shows small-
whegled soccer-playing robots [3, 4]. Each team
designs and builds its own robots under specific size
constraints. The robots play with an orange golf ball
on a field approximately the size of a ping-pong table.
Each robot team is allowed o a vision camera
over the playing field to provide a global view of the
field of play. Processing images globally in real time is
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Figure 3. Sony-built Aibos are programmed by Yeloso's students to play soccer in teams of

three fully autonomous robots.

itself a significant perception challenge, but the global
view of the field of play is provided to each robot on
cach weam. The image can also be sent to an offboard
compurer that remotely controls each robot’s motion,
usually through radio. Interestingly, because each
robot has a complete view of the positions of all its
teammates and opponents, it can effectively use this
informarion to strategically collaborate with other
teamn members.

This scenario may seem far removed from human
sport, as humans cannot see in all directions. But
humans can share information communica-
tion and collaboratively develop complete informa-

tion of the relevant world. Within this framework,
these artificial robot artifacts cannot control a ball as
humans can and indeed cannot devise compelling
strategic teamwork when compared with humans.
We have also developed teams of fully auronomous
legged robors with onboard vision and computational
power, Figure 3 shows the legged robots we use—pro-
grammable versions of the Aibo designed and built by
Sony Corp. W:hﬂ:usadmmﬂnhﬂ:dmm;ﬂat-
form since Sony introduced its first version in 1998
[5, 6]. For each one’s onboard processor, we have
developed algorithms to provide image processing,
localization, and control. None of them is remotely




controlled in any way, and no communication is pos-
sible with either human controllers or with other
robots in this multi-robot system. The only state
information available for each robor’s decision making
comes from its own onboard color vision camera and
from sensors reporting on the state of the robot’s body.
The vision algorithm is crucial, as it provides the per-
ception information as the observable state. Our
vision system robustly computes the distance and
angle of the robot to the objects and assigns confi-
dence values to its state identifications [1].

The preconditions of several behaviors for each
robot require knowledge of the position of the robot
on the field. The localization algorithm is responsible
for processing the visual information of the fixed col-
ored landmarks of the field and outpurting an (x,3)
location of the robor. Interestingly, the fact thar these
little robots are in a highly dynamic and adversarial
environment opened a completely new avenue of
research in probabilistic localization. Previous algo-
rithms assumed the only factor that could modify the
position of a robot was its own motion, as robots were
heavy and the environments were stationary with
respect to a robot’s motion. Probabilistic updates on
position were updared based on a robot’s own motion
and adjusted by the input from its sensors. With small
robots playing a game with other robots, each one can
be pushed, fall down, and even “teleported” out of its
current position into a penalty position by a referee
following a foul call. The classic grid-based and point-
based probabilistic localization algorithms cannot
handle such localization situations effectively, as the
algorithms update their pose (position) belief very
conservatively. The real-time and adversarial aspects
of robot soccer have helped prompt our development
of new localization algorithms that can trust and use
the robot’s sensors in a variety of ways, including a
new sensor-reserting localization algorithm (2] per-
forming a nonlinear reset of the locale belief based on
strong values of the robort’s sensors.

Finally, our behavior-based planning approach
gives each robot the ability to control itself differently
as a function of the accuracy of its knowledge of the
world [7]. For example, a robot always approaches the
ball when it sees it—either directly aiming at the
opposing goal or in some other direction, depending
on whether it knows its location with high or low cer-
tainty. When near the ball, if it did not reliably know
the position of the opposing goal, the robor would
have to circle the ball until it sees the goal and can
align irself. We learned that robots playing a game
cannot afford to be stopped and not act; the game
goes on ar a speed thar requires rather proactive
behaviors.

All the teams in the RoboCup legged-robot
league use the same Sony hardware platform,
creating a very interesting research Al problem, as
al the robots have in principle the same low-level
perception and mation capabilities. Therefore,
their eventually different performance should
mainly reflex their cognition. However, this is
indeed not the case. Although they do differ asto
cognition, it remains a challenge to program them
to use their similar hardware. The result is that
some robots move faster or see better than other
robots. Robotics researchers focus on different
research directions, leading to robots that vary by
performance, even though they have the same
physical components. This variation is similar to
how we al handle the limits of our physica and
cognitive abilities in different ways, achieving
different results for similar tasks.

Conclusion

Robot soccer illustrates the challenges of building
complete autonomous robots able to perform
active perception and sensor-based planning
while playing a multi-robot game. The games are
not only a source of entertainment but a great
source of advances in robotics research. | am
confident in extrapolating that further advancesin
entertainment robotics will continue to serve this
twofold goal.



